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1. Introduction

The last 30 years have witnessed a dramatic ineti@asanufacturing exports by de-
veloping countries, which lead to a deep structchainge of trade patterns at the world-
wide level. These shifts fuelled fears in envirommadist circles that world pollution
would grow since it is generally admitted that loweome countries are characterized
by lower environmental regulations (see for exaniasgupta et al. (1999)). In the
trade and environment literature, this argumensiglly known as the "pollution ha-
ven" (PH)hypothesis. It has been theoretically challenged, because #haugh less
stringent (and poor) countries may specialize itugag industries (according to the

PH argument), capital abundant (and rich) countgad to specialize in capital-
intensive industries that also happen to be poljtso that the net effect of trade ex-
pansion on pollution is generally unclear (see Gopkand Taylor (2004)). This theo-
retical ambiguity is paralleled by a large and grayempirical literature (see e.g. Cole
and Elliott (2003a) for recent evidence based dh bt and new trade models), and it
is fair to say that the debate is still largely eftled, because results are sensitive to data

availability, empirical methodology and the typepollutant considered.

Sulphur dioxide (S@) is a pollutant frequently analyzed because dfuitable charac-
teristics: it is a by-product of goods productievith strong regional effects, available
abatement technologies, and different regulatiensss countries. Moreover, a deeper

understanding of S£2emissions contributes to a better understandirigreé environ-

! Manufacturing emissions account for approximatélyeof global anthropogenic Semissions, the

rest being roughly split in half between power gatien and other activities.



mental problems: air pollution and smog, acid ramg global climate changeThe

SO, case is also a representative example of the miekbgical difficulties faced when

analyzing the trade and environment nexus. Onetrsijthat the debate has been
principally informed by studies following a rigoreand useful) methodology, but ap-

plied to indirect and potentially relatively unrepentative data (e.g. $@oncentrations
rather than production-related emissions by AntwveiCopeland and Taylor (2001) or
Frankel and Rose (2005), or economy-wide emisgiather than industry-specific ones
as in Cole and Elliott (2003b)). With the exceptairthe recent work by Levinson
(2007), but which is limited to the US case, a camrfeature of these studies is that
their estimates of the link between emissions &adktis indirect, due to the lack of dis-
aggregated data linking pollution directly to protian and to the resulting trading ac-
tivities.

This paper is an answer to the need for more dinedtdetailed evidence on the link be-

tween trade and S{@missions at the world-wide level. Using new daseabled in a
companion paper which details a large and condidtabase of SOmanufacturing
emission intensities that vary acrdsee, country andsector (Grether, Mathys and de
Melo (forthcoming)), we analyze how trade, by reediting labor and production across

countries and sectors over time, affects the oMena| of SG emissions. The analysis

of the impact of trade on emissions is in threpst€irst, we carry out a growth-
decomposition analysis based on observed world-ehid@ges in production and trade
flows over the last decade. Second, we carry aouaterfactual analysis based on a

constructed no-trade benchmark, no longer a terhpoedysis, although the results de-

% As pointed out by Stern (2005), better data op 8@issions give a more accurate picture of sulfate

aerosols, which have a cooling effect and are goitant contributor to climate change.



pend on the year selected to construct the coaaterd! benchmark. Third, we provide
estimates of emissions due to trade-related trahapbvities. Together the three ap-

proaches give a more complete picture of the rbteade-related emissions.

In contrast to earlier studies, we cover a largaler of countries and different manu-
facturing sectors allowing us to follow a bottom-agproach at the world-wide level.
The evidence is based on anthropogenic manufagtermissions and their relationship
with trade since our data do not include other sypieemissions related to natural phe-
nomena or non-traded activities (e.g. volcanic gomg or household energy consump-
tion). The disaggregated approach also helps tatesthe role of globalization on the
intriguing downward trend in Smissions over the 1990-2000 period. The paper
shows that pollution haven forces do exist, but they have been declining over the

whole sample period.

Section 2 reports growth-decompositions ot 8@issions for 62 countries (which ac-
count for over 75% of world emissions over the @aj 7 sectors (6 "dirty" and 1

“clean" covering all remaining manufacturing sesj@nd three base years (1990, 1995,
2000). Section 3 turns to the no-trade counterédatinile section 4 takes into account

trade-induced transport effects. Section 5 condude

3 By "bottom-up" we mean an analysis that is basedisaggregated emission and economic activity
data instead of performing a "top-down" approaclkemstinformation on structural changes is inferred

from regression analysis performed on aggregage dat



2. Tempor al decomposition 1990-2000

According to available estimates, world manufactyi$Q emissions have been falling

during the 90s. Was this obtaingdnks to orin spite of increasing trade flows? Taking
into account trade flows, this section identifies technological and structural changes
that have contributed to the reduction in globaissions. As trade allows countries
with different polluting intensities to specialiager time, trade expansion may either
increase or decrease world emissions dependinghether dirty production tends to be
shifted towards dirtier or cleaner countries. Rolltg a commentary on aggregate
trends, we move on to a more systematic growthrdposition exercise into scale,
composition and technique effects based on thggisgated data. To our knowledge,
it is the first time that such a decomposition eis® is performed at the world-wide

level.

2.1 Data sour ces and aggr egate trends

The paper relies on two main data sources. Trasesfloutput and employment figures
are from Nicita and Olarreaga (2007) while&&nission intensities (i.e. kilograms of
SOy per employee or per dollar) which vary across tiseetor and country are from

our companion papet.

* These data are based on the combination of thiteesets: the Emission Database for Global Atmos-
pheric Research (henceforth EDGAR), compiled byi®liand Berdowski (2001, 2002), the Industrial
Pollution Projection System of the World Bank (sttige et al (1996)) and the recent estimatederinS
(2006). Two particular adjustments were necesgacpinbine these data sets. First, as Stern's aation
estimates take better abatement activities intowatg they were used to adjust the original EDGAR

emission intensities by proportional scaling. Secame completed the output and employment figures
which are missing in the original data of NicitadaDlarreaga (2007) by using a simple imputing proce

dure.



Figure 1 presents the evolution of S€missions, output and employment in the manu-

facturing sector at the world level. The contrasitriking between the decline in manu-
facturing emissions by 10%, while employment angpotare concurrently rising by
10% and 20% respectively. Overall, manufacturingpbee a lot cleaner at the world-

wide level.

Insert Figure 1: Global trends in manufacturing &siains, employment and output

Three reasons for this decline in emission aresre®d in the different panels of figure
2. Figure 2(a) shows an increase in the outpuesbiaclean products.However, em-
ployment shares follow an opposite trend, sugggshat the explanation is more com-

plex and linked to differences in productivity gaimetween "clean" and "dirty" sectors.

Insert Figure 2: Three alternative explanationtheffall in S& emissions

A second possibility would be that, contrarily tbat is feared by environmentalists,
production could have shifted towards cleaner aeestSplitting the sample into a
"North" and "South" group in figure 2(b) gives anmitions to the environmentalists:
the share of the South is rising, particularlydarployment, which increases from 50%
to almost 60% across the sample period. Thus, @dtind remains to be confirmed that
Southern countries are indeed dirtier (see beltwe)global shift towards cleaner coun-

tries seems an even more inadequate explanatiortiibgrevious one.

So we are left with the third explanation: a stofards cleaner technologies. Figure

2(c) is consistent with this view, as it shows tiigt average emission intensity

® Unlike the specific convention followed in the re$this paper, the definition of "Clean" and "Dirt
products used to construct figure 2(a) is basethemore usual classification of the 28 ISIC-3dggit-

tors into 5 clean, 5 dirty and 18 "in-between" gatées (e.g. Copeland and Taylor (2003)).



(whether manufacturing activity is measured by auty labor) is declining for both
North and South. Note also that the differencesirels between North and South is
quite striking when intensity is measured in teohiemissions per unit of output, with
emission intensity about five times higher in tloaith and the relative gap remaining
roughly constantiowever, most of this gap seems to be due to ptodyadiffer-
ences: when measured in terms of emissions peoftl@gibor, Northern and Southern

emission intensities look a lot more similar.

So far, it appears that the major force behinddé®ine in manufacturing emissions has
been technical progress, which seems to have affdxith poor and rich countries
alike. Moreover, this technique effect has beeorngfer than the scale effect, as global
emissions have declined in spite of the increasmith indicators of manufacturing ac-
tivity. Only the more disaggregated decompositittrag follow can confirm (or infirm)

these preliminary conclusions.

2.2 Scale, technique and (two) composition effects

As in Grossman and Krueger (1991), we present fasnihat identify the importance
of the scale, technique and composition effectstitied in the literature. Define emis-
sions per unit of employment (rather than per antput) to capture the scale effect by
total employment (rather than total outputet thenL,; represent employment in ac-

tivity k in countryi, yeart, andy,;; the emission intensity per unit of labor. Thente

sulting SG emissionsk) at the sector, country and global levels aremivg

6 Using labor instead of output as the scaling végiédads to lower scale and technique effects (@s p
ductivity gains are excluded) but hardly affects tinder of magnitude of the composition effectsohhi
are the focus here (see our companion paper fiveiudiscussion of the relative merits of eachisgal

factor and comparisons under the two approaches).



Exit = Vatbwit: Eit = D Vitbkit: Et = . D Vit kit (1)
K K i

For each country, national emissions can be decseatbmto a scale (changes in manu-
facturing employment), composition (changes ingheacation of labor across sectors)
and technique effect (changes in emission intep&tyunit labor). The same decompo-
sition carries across countries (adding anothercgoof composition effect, across

countries this time). To this end, world emissi@3 have first to be rewritten as the
product of world manufacturing employmeht)(times world average emission inten-

sity, the latter being a weighted average acrdssoahtries:

E¢ = '—tz¢ilit17it (2)
|

. .. L .
where ¢i't‘t is the share of countiyin world employmentgbi't‘t = L—'t ,"and J; is coun-
t

. o . E
try i's average emission Intensity; = L—It

it
Using a """ to denote percentage changes and rtegjenteraction terms (which are
uniformly allocated to main effects in the applioa), total logarithmic differentiation

of (2) yields (3) which shows that global growthSi®, emissions can be decomposed

L

into ascale effect, ﬁt , abetween-country effect, Z¢Et (¢i't‘t ) and awithin-country ef-
[

E L
fect, Z¢itt %)

" The following notational convention is useﬁ%w is the share of,, in the aggregate’,, , where

E.
v,w=Kkit,kt,it andZ=L,E. For example¢iltEt is the share of country i in global emissiorjz?ltEt = ?'t



. . 0
Ee =L+ Z¢iltzt (¢i|{t )+ Z¢Et (7it)- 3
| |

The average country intensity can also be writkea weighted average of sectoral in-

tensities, with weights given by the share of esattor in national manufacturing em-

ployment, i.e.j;; = zk¢|l<_iitt Vit (¢)|'(‘iitt E%). Thus, the third term in expression (3)
it

can be decomposed further, leading to the finatesgion:

o) b
Er =L+ 2 gt i |+ 22 0t Wiat )+ 22 81t What) (4)
i K i K i

In (4), the third term on the RHS representshittereen-sector effect and the fourth the
technique effect. This last expression is the most completejts application is condi-
tioned to the availability of data at the sectwele Below, we present results of the de-
composition first for the national level data usgdorevious authors (i.e. equation (3)),

then for the disaggregated manufacturing data dsieerhere (i.e. equation (4)).

2.3 Decomposition Results

Table 1 applies the decomposition from (3) to thgragate data and time periods used
by Cole and Elliott (2003b) and Stern (208%). this table, the within-country effect
lumps together the between-sector and technigeetsffAll decompositions are in

broad agreement showing a reduction in emissiartsitee results are very close when

8 We also tried without success to apply this decasitjpm to the S@concentration data of Antweiler et
al. (2001). However, we failed to convert thesecemtration data into emission data because thebkak
tween the two is too complex and data demandirg fteean example Schichtel (1996)). Indeed, when
we used the method proposed by Giannitrapani €2@06) to recover emission data from the concentra

tion data, the regression lacked explanatory power.



there is period (1980-90) and sector overlap. Ehizecause the sample used by Cole
and Elliott (2003b) includes all the major emittpresent in Stern's sample. Comparing
our results with those in Stern (2005) over thegqaet990-2000 indicates larger differ-
ences. This is probably because Stern's economg-egtimates capture the Engel-

related shift of activities from manufacturing &zdely non-polluting service activities.

Insert Table 1: Comparison of $@Qrowth decomposition across studies

Two further comments are in order. First, apanrftbe 1960-1970 period, all studies
reflect negative between-country and within-coumtffigcts that help mitigate the im-
pact of the strong scale effect. This suggeststkigatomposition effects brought up by
trade throughout the period have not been so dewuagt One possible explanation is
that pollution-generating activities being largelgight-reducing, the scope for "Pollu-
tion Haven" (PH) patterns has been rather limitegulting in quite effective pollution-
reduction policies.Second, the Stern data by decade indicate thamthieg point for
SO, emissions took place in the eighties and thabth driving factor behind this re-
versal is the within-country effect, which becomegative in the seventies and ever
stronger since then. This may hide both a shifarols cleaner activities and the adop-

tion of cleaner techniques, which we now try tcediangle.

Application of (4) in the first line of table 2 shes that the large within-country effect
(17%) contributing to a decline in emissions idiedi before works mainly through the
greening of production technologies as the techgftect reduced emissions by 14%
over the 1990-2000 period. The trends identifiect lage difficult to reconcile with a

"PH view" of the world. If PH forces were prevaleanhe would expect a global shift of

% Based on a gravity model, Grether and de Melo (Rp@dvide evidence that "dirty" industries have

higher transport costs than "clean" industries.
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manufacturing labor towards dirtier countries atlet activities (as labor productivity
tends to be smaller in dirty countries) couplechviw incentives to adopt cleaner

technologies.

Insert Table 2: Scale, composition and techniqtectf

The small significance of PH forces is confirmedewlthe decomposition is carried
separately for exports and for domestic use (bofiarhof table 2}° Exports, which
accounted for 22% of emissions in 1990, contribgigdificantly both to the growth in
emissions because of the increasing share of imnage@nufacturing (80%) but also to
the decline in emissions through the compositidect$ (between country and between
sector). This pattern confirms that export growttswoncentrated in the cleanest sec-
tors. Here again, if PH forces were strong, thevbeh-sector effect would be negative

for domestic use and positive for exports, the gppm®f the observed pattern.

These aggregate results are based on summingetiherts of (4) over 62 countries and
7 sectors (434 combinations). Hence it is nataradiéntify influential countries and
sectors by grouping together the relevant comhonatiFigure 3 ranks the countries
(figure 3a) and activities (figure 3b) that accofortthe bulk of the change in emis-
sions. We concentrate here on absolute effecsotate the combinations of sectors and
countries that have experienced the largest (besitive or negative) structural change

in SO, emissions. Figure 3a lists 12 countries that agtcfor three quarters of the cu-

mulative effects. Except for Chile, Peru and Indiacountries contribute to a decline

in emissions. The right-hand panel carries oustirae decomposition as in table 2. We

10 abor is allocated by end use in proportion of atitin table 2, the total effect of the first lireeequal
to the emission-weighted average of the total &fe€the second and third lines, but this propddgs

not extend to the other effects.
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find negative technique effects for all countries tor the three mentioned above and
also large technique effects for China (-10%) aedn@ny (-3.3%}* Figure 3b reports
the ranking for the 6 dirty industries and thedasi "clean” sector. Looking at the net
contribution to the decline in emissions, the legdiectors are petroleum and coal
products, followed by chemicals and iron and st@#&h most of the contribution to the
decline coming from the adoption of cleaner techgi@s. Non-ferrous metals stands

out as the only sector with a strong net growtarmissions.

Insert Figure 3: Growth decomposition by countrg aector
3a) Contribution of each country to total effect

3b) Contribution of each sector to total effect

These findings are broadly confirmed when the tesare reported at the most disag-
gregated level (see table A6 in the discussionpagrsion of this article). Among the
most influential commodity-country combinations,iléland Peru stand out with a
positive rather than negative technique effectstfeir copper smelting activiti€s.

Non-ferrous metals is also the most influentiakseim China.

1 These estimated magnitudes for China should bepirted with caution, since the emission totals are
computed from official statistics which are belidwe exaggerate the reduction in intensities (¢emS
(2005), p. 170, for a discussion of differenceestimates across sources).

12 Although Olivier et al. (2002) indicate that $®mission for non-ferrous metals have a large uncer

tainty estimate, it is clear that this sector iSraportant contributor to S§emissions and that Chils

the world's largest producer (see for example Amghet al., 2004). Miketa and Mulder (2005) have
shown that this sector is also the only one wheeggy productivity divergence has been observedewh
Newbold (2006) stresses recent efforts to implersamtronmental systems, leaving hope for a negative

technique effect after 2000.

12



Summing up, the decompositions suggest that tihep(teal) reallocation of production
brought by trade (or "between country” effect im slamework) has led to a small re-
duction (around 2-3%) rather than to an increasgnemissions at the world level.
This result is quite robust across databases anddimitigate the fears raised by envi-
ronmentalists. However, to get a fuller senseaddrrelated effects, one must move be-
yond a temporal analysis and carry out a counteréanalysis based on a no-trade

benchmark.

3. Would autarky be any cleaner?

By allowing production to be decoupled from constiomg trade leads to a different
level of world emissions than in a no-trade sitwmtiTo this effect, we construct a sim-
ple no-trade anti-monde and compare it with thessions observed with the actual pro-

duction and trade figures.

3.1 A simple no-trade benchmark

Define a simple no-trade benchmark in which eaamtry now produces what it was
importing under the (observed) trade equilibriurhisTline of reasoning abstracts from
resource constraints or price effects in ordeotm$ on the interaction between trade
patterns and emission intensity differences. Ifdleanest countries tend to be the larg-
est importers of dirty goods, then trade will teadncrease global emissions, by shift-
ing dirty production towards dirty countries, muabng the lines of the PH hypothesis.
However, this very direct estimate should be takéh a grain of salt, since the great
bulk of trade in dirty products comes from natwedource-based products, which, by
definition, are not subject to comparative advaatagd could not be produced locally

(e.g. France would probably not be able to prodiscebserved consumption of copper

13



products). In sum, this simple approach providebgeat, suggestive first-order effects
that would have to be extended by building a nddranti-monde using general equilib-
rium techniques (see also Antweiler (1996) foritredusion of input-output relation-
ships in a similar context).

Take then sectdein countryi yeart, and denote local production Ry;;, domestic (so-
called "apparent’) consumption B);;, and exports (imports) b (M), all values
being expressed in current dollars. Neglectingmeees,Qyi; + Myt = Cyit + Xiit- This

relationship, however, will not hold for emissidoghe extent that imports (and thus

part of consumption) are produced with a diffetestinology. To estimai¢g;, the

change in production-embodied emissions, genefatedshift from the autarkic to the
trade situation, we compute the change in embcgheidsions when production shifts

from the apparent consumption lev@l;; = Qyit + Myt - Xit, to the actual production
level, Q- Let theng,j; represent S©emissions per unit dollar, whilg;; represents la-

bor productivity, so that the relationship betwgen dollar and per unit labor intensities

IS Okit = kit Ckit- The change in emissions at the sector level besom

AEit = 9itQxit - IitCuit = kit (Kkit - Miit) (5)

which means that the change in emissions genepgtadde is just equal to the trade
balance times the corresponding domestic inteosigficient. Aggregating across sec-

tors:
_ X M
AEj; = Git Xit — Git Mi (6)

where gi{ = » ¢|zi<tit gt (GM = » ¢|'(\i/|tit Okit ) is the average export (import) inten-

sity of country i (we extend the convention of tfbéw notation taZ=X,M,Q). To bring

14



out the role of trade, it is convenient to alsoraggte (5) across countries. Straightfor-
ward manipulations lead to the following expresdmmthe change in world emissions

for sectork:
AE = M iN0j (7)

whereMy; is world imports (or exports) of goddM=YiMyit), n is the number of
countries in the world, angl; is the covariance between pollution intensity Hreddif-

ference between the export and the import shacewdtryi in world imports of good,

: Xkit = My .
l.e. Oy = cov{%; gkitj . The expression shows that, apart from the role of
kt

scaling factorsr(,M,g), the trade-induced change in world emissions lvélparticularly
large if the countries with the largest trade dedfialso tend to be the cleanest ones.
This is consistent with intuition and the pollutibaven (PH) view, so we name this co-

variance term thpollution-haven covariance.

We can now aggregate either (6) or (7) to obtagnttial change in emissions at the

world-wide level AE;. For comparison purpose, we scale this changedniglwide

emission levels in autarkyg; = gtCCt, whereC; is apparent consumption arTﬁ is

the world average pollution intensitgtC = Zk Zi ¢|S{ Okit - This leads to the follow-

Ing expressions:

AE _ 20 _ X, [0 -5 (82)

Et Et Ci ac

AE _ 24 DBk _ X ngy
Eq Et C gt

(8b)
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whereX=M\ is total exports or importg; = Zi ¢ii(‘§i{< (gM = Zi ¢i':/|tgi'¥' ) is the
world average emission intensity in exports (imppandd; is the world average pol-

lution-haven covarianced = Zk¢l'<\t/ltakt ). Both expressions reflect the fact that trade

exacerbates emissions when the largest importeheahost polluting products are also
the cleanest producers. Both expressions also gtaivthe impact of trade on world

emissions corresponds to the product between aageé¢rade openness ratky/Cy)

and a pollution-haven ratio (eith@rt>< - gtM or noy divided bygtc). But while (8a) is
helpful to identify those countries with the largesntribution to the overall change,

(8b) is more convenient to identify the sectorg gilay the most important role.

3.2 Counterfactual Estimates

Table 3 summarizes the results of this counteréd@pplied to 1990 and 2000. As
shown in the first line of the table, under thisrsario where apparent consumption is
replaced by observed production, opening up tcettedds to an increase of roughly
10% in emissions in 1990. Interestingly, the cqroesling estimate for 2000 shows a
much smaller increase of 3.5%. On the one handgesiuio the caveat that much of
trade in pollution-intensive products is naturaeerce-based trade, this supports the
PH view. Indeed, the average PH covariance isipedibr both years, which means
that the largest net exporters tend to be theedirproducers. However, on the other
hand, and perhaps more importantly, the resultssdisw that the PH pattern has al-
most vanished over time. The decrease in the Ré] kgt more than 75% over 10 years,
is particularly dramatic, and even more so whentakes into account the decrease by
more than 25% of the average pollution intensitii¢lh appears in the denominator of

the PH ratio).

16



Insert Table 3: Impact of trade on world emissiand its decomposition

Disaggregated results confirm the above patterdshatp identify the largest contribu-
tors to the overall effects (see tables A7-A9 ef discussion paper version). When the
contribution is positive, it is of the "pollutioratien” type, while it is of the "green-
haven" type when the contribution is negative. Reéigg countries first, the most pre-
eminent pollution havens in both periods are ClSleyth Africa and Peru, while China
is a green haven and Indonesia switches from paidtaven in 1990 to green haven in
2000. Regarding sectors, the most influential areson-ferrous metals, a strong pol-
lution haven contributor in both periods, and pletnon and coal products, which switch

from pollution to green havens over the sampleggkeri

In short, the counterfactual analysis suggeststhigabbserved world with trade is in ac-
cordance with the PH argument, i.e. trade leadstimcrease in world S@missions
compared to the no-trade benchmark. However, t88d @itnessed both a general shift
towards cleaner technologies and a relative shitirty production towards cleaner
countries. Both shifts strongly reduced the PHguatthat characterized the beginning
of the period. As a result, at the end of the gkreven if trade intensity had increased,
the PH-bias had shrunk so much that the net canioib of trade to global emissions
has been reduced by two-thirds. Note, however dinae trade, by promoting growth,

would also increase emissions, these first ordecesf may represent a lower bound.
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4. Transport-related emissions

A discussion of the role of trade on emissions wWdid incomplete if transport-related
emissions were not factored in. Surprisingly, emiss directly emitted by international
transport are not analysed in the current tradeecandonment literature, while it is one
of the main arguments of anti-globalization actsis€onsider then the following back-
of-the-envelope calculations based on three trahspades (rail, road and ships) and

on a range of estimates to account for the diweddiavailable sources of average SO

emissions per tonne-km (tkm) shipp&l.

Insert Table 4. Emissions from international shiptse

International shipment estimates are reportedémtfddle part of table # Results

show an increase in tonnage, value and in tkm @&nBhe increase in tkm translates
into a similar increase in transport-related emissi As a result, the share of transport-
related emissions in total production-related erorssincreases over the period (see
bottom part of table 4). Taking the average estsianternational trade-related trans-
port emissions have accounted for about 5-9% ofdawide manufacturing-related

production emissions of SOComparing these figures with those of table 3yss8ts

that transport-related emissions have gone fromwatng for roughly one third to

three quarters of total trade-related emissionssscthe 1990-2000 period. To put it dif-

1 The variability of transport-related emissions fidyocross-sectional due to data availability. Thare
of airplanes in terms of manufacturing tkm shiprseatso small that it can be neglected as a trahspo

mode.
1% |nternational distance between the most importagioagerations has been corrected by the average

distance between producers and consumers for eacitrg. This takes into account the fact thathére

were no trade, goods would be shipped anyway wihth country from producers to consumers.
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ferently, if we add up emissions coming from tradited composition effects and
trade related transport activities, we obtain tilabal world-wide manufacturing emis-
sions are increased through trade by 16% in 196QL3#6 in 2000. i.e. the strong de-
cline in the PH-pattern identified in the previ@extion is almost eaten away by the in-

crease in transport-related emissions.

Any interpretation of these results should howdaestaken with precaution. We only
dispose of transport data information for 1995,levbne would expect that compaosition
(transport mode changes), scale (increase in gtkbgland technique effects (decrease
in emission intensities per tkm) have also takecgfor the transport sector between

1990 and 2000.

5. Conclusions

Combining data from different sources to obtainrtoy sector and year-specific pollu-
tion coefficients and "taking the data serioustiiis paper investigates the role of trade

in world-wide SGQ manufacturing. Decompositions into scale, compwsind tech-

nique effects show that the increase in manufagjuactivities is roughly compensated
by a decline in (per unit of labor) emissions duéhie adoption of cleaner production
techniques. Second, about one-fifth of the "witbauntry” effect (i.e. when sector-level
data are not available) is in fact due to a shiftards cleaner industries (the rest corre-
sponding to the technique effect). Third, the aggte composition effects are (negative
and) small with respect to the scale effect, wisighgests that the "pollution-haven”
hypothesis debated in the trade and environmenmatiire has only had a limited im-
pact, at least over this period. These orders gfmbade, directly obtained from disag-

gregated data rather than inferred from regressiancises, deserve attention per se be-
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cause they help weigh the relative importance efsitale effect vis-a-vis other effects,
which work in the opposite direction and are ofteglected in the public debate. Fur-
thermore, the by-sector and by-country estimatss la¢lp identify "pollution havens"

vs. "green havens", and hence where to direct @niseduction Pigovian efforts.

This growth-decomposition analysis of the rolerafie is extended by estimates based
on a simple constructed no-trade anti-monde. Titisraonde provides only first-order
estimates since there is no control for price ééfdaput-output relationships or the en-
dogeneity of trade and environmental policiespailhich are likely to be of practical
importance. First, compared to a no-trade benchmmartich every country has to pro-
duce locally what it is actually importing, obseshviaternational trade increased emis-
sions by 10% in 1990, but only by 3.5% in 2000. §targe net importers tend to be
clean countries in 1990 but this pollution-havettgra looses its importance over time.
Second, back-of-the-envelope estimates of emiss@ated to transport activities are
added to these estimates. Given the increaseamational transport, related emissions
have almost doubled over the sample period. Addmtrade (compared to autarky)
and trade-related transport emissions, world-widaufacturing emissions increased by

16% in 1990 and by 13% in 2000 compared to the thgtiwal no-trade benchmark.
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Figure 1: Global trends in manufacturing emissions,

Figure 2: Three alternative explanations of the fall in SO, emissions
employment and output (1990=100)
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Figure 2: Three alternative explanations of the fall in SO, emissions

Figure 2: Three alternative explanations of the fall in SO, emissions
(b): Employment and output shares for North and South b

(c): Emission intensities for North and South
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Notes: @ Clean sectors: ISIC 3-digit sectors 321 and 382-385 / Dirty sectors: ISIC 3-digit sectors 341, 351, 369, 371 and 372
®) North: USA, Canada, High Income Asia and Europe / South: Latin America, Africa and Low Income Asia
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Figure 3: Growth decompaosition by country and sector
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Figure 3: Growth decompaosition by country and sector (end)
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Table 1: Comparison of SO, growth decomposition across different data sets (%) *

Data Set Period Numbe_r of Sector 3 Scale effect Between country  Within country Total2
countries effect effect effect
This study 1990-2000 62 Manufacturing 9.51 -2.36 -17.00 -9.85
_ 1980-1990 21.7 -6.64 -16.71 -1.65
Cole and Elliott .
(2003) 26 Economy-wide
1975-1990 33.6 -9.93 -24.87 -1.25
1960-1970 20.79 -4.73 15.43 31.49
146
1970-1980 23.13 -6.48 -7.82 8.83
Stern (2005) 1980-1990 Economy-wide 22.28 -6.74 -17.06 -1.52
1990-2000 15.47 -3.86 -33.52 -21.92
144
1960-2000 89.50 -19.36 -60.45 9.68
Notes:

! See equation (3) for decomposition formula. All effects are expressed in percentage points.

? Total effect = scale effect + between country effect + within country effect.

® This study is restricted to manufacturing-related emissions while the other studies contain total anthropogenic emissions (coming from manufactur-
ing, transport, heating, ...).
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Table 2: Scale, composition and technique effects (%)

Shares in 1990 Decomposition of total effect
Labor Emission Total Between Between .
Scale Technique
share share effect country sector
Total Effect® 100 100 -9.85 9.55 -2.44 -3.03 -13.94

Decomposition by end use

Domestic use 79.40 77.38 -19.17 -12.61 -1.86 11.88 -16.57
Exports 20.60 22.62 22.00 80.80 -19.66 -32.57 -6.57

Notes: ® Slight differences in results with those in table 1 come from the inclusion of one additional interaction
term. The total effect is a weighted average of the different end use effects where emission shares are used
as weights.

Table 3: Impact of trade on world emissions and its decomposition

Formula? Effect 1990 2000 % change
AE, o
(a)*(b) E Total emission change 9.75% 3.35% -66
t
Xt
€) - Trade openness ratio 0.20 0.29 +46
2 C
t
no, . .
(b)=(c)/(d) gc Pollution Haven ratio 0.49 0.12 =77
t
(c)=(e)-(H b no, Pollution Haven covariance 1.52 0.26 -83
(d) b th Average pollution intensity 3.12 2.28 -27
(e) b th Average export pollution intensity 4.76 2.72 -43
Q) b GtM Average import pollution intensity 3.24 2.46 -24

Notes: * see equations (8a) and (8b) in the text, bexpressed in g/USD.
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Table 4: Emissions from international shipments

SO, Emission co-

Share in world

A. Transport Mode - shipments
efficient [g/tkm] (% of tkm)
Lower Upper
Rail* 0.07 0.18 12
Road® 0.10 0.43 14
Ship® 0.19 0.52 74
100
Average emission coefficient [g/tkm] 0.16 0.47
B. Shipments °© 1990 2000
Shipment volume (billion tonnes) 0.37 0.46
Shipment (trillion tkm) 2.01 3.81
Shipment value (trillion current USD) 6.54 9.68
Lower 2.77 4.50
C. Transport redlated
emissions [%] Upper 8.15 13.32
Average 5.46 8.91
Trade-related emissions[%] ° 9.75 3.35

Note:
& from OECD (1995)

® Network for Transport and Environment (NTM calc, 2003)
¢ Distance data comes from CEPII (2006), mode shares for 1995 from the EC (1999)
4 9% of world-wide production-related emissions

¢ report of the first line of table 3
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